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Introduction

The molecular electrostatic potential (MEP) plays an im-
portant role in areas such as intermolecular interactions and
chemical reactivity,[1] biological interactions,[2] solvation
phenomena,[3] crystal packing,[4] and electron density stud-
ies.[5, 6] Therefore, it is of great interest to describe the
molecular electrostatic potential as well as possible within

computationally efficient methods. It has recently become
increasingly clear that atomic monopole models cannot de-
scribe the subtle details of the MEP in binding regions around
the molecule adequately. We have therefore investigated a
number of atomic multipole models with two goals in mind.
The first is to be able to describe the MEP in the chemically
interesting region around molecules as accurately and effi-
ciently as possible. The second aim, however, is to investi-
gate possible approaches that allow us to develop non-quan-
tum mechanical quasi-multipole charge models that will
allow us to describe the MEP around macromolecules accu-
rately.

The most rigorous way to calculate the MEP of a mol-
ecule is to use the charge density derived from a quantum
mechanical calculation. The MEP at a point r in space is
calculated using equation (1).
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The sum is the Coulomb potential caused by the n nuclei
of the molecule. The coordinates of the nuclei i are Ri, their
charge Zi. The integral gives the Coulomb potential caused
by the electron charge density )(rr .

In order to calculate high quality MEPs from ab initio
calculations, it is necessary to use large basis sets including
at least polarisation functions. This has the disadvantage that
for large molecules the calculation of the MEP is quite time
consuming. A much faster approach is to use the charge den-
sity derived from semiempirical MO calculations. A com-
parison of the MEP derived from semiempirical MO calcula-
tions with those calculated at the ab initio HF/6-31G(d) and
MP2/6-31G(d) levels showed that the semiempirical meth-
ods provide a good description of the MEP in the whole space
surrounding the molecule [7–11].

An alternative approach to using the charge density lies
in representing the charge distribution by a number of point
charges. In this case equation (1) simplifies to a sum over n
point charges.
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where Ri is the coordinate of the i-th point charge and qi its
charge.

An often used ansatz are atomic monopole models. Here,
the point charges are located at atomic centres (so called net
atomic charges). It is common practice to determine the net
atomic charges in a linear least-squares fitting procedure in
order to represent ab initio or semiempirical potentials cal-
culated with equation (1) at a small number of points around
the molecule.[12–15] These electrostatic potential (ESP) or
MEP-derived charges have become very popular for force-
field applications, but it has become clear that atom-centred
monopoles are not sufficient for reproducing the MEP to a
high degree of accuracy.[16]

However, the number of point charges must not necessar-
ily be equal to the number of atoms in the molecule. In order
to describe the MEP better using point charges, it is neces-
sary to use more point charges than atoms to represent the
charge distribution of the molecule in a quasi-multipole ap-
proach. The NAO-PC model (natural atomic orbital derived
point charges) [17,18] is one possible approach to this prob-
lem. Instead of using only one, a set of nine point charges is
used to represent the charge distribution around an atom. The
positions and charges of these point charges are determined
from the natural atomic orbitals (NAO). We have shown
[17,18] that this model provides a more accurate description
of the MEP than atom-centred monopoles. However, the NAO-
PC model fails for molecules with degenerate point groups
or with NAOs of degenerate occupancy. To overcome this
problem we have developed two modifications.

The first, HO-PC, is similar to the NAO-PC model. How-
ever, instead of using NAOs, we use a hybrid orbital (HO)
basis created in such a way as to reflect the topology of the
atom. The second model, LMO-PC, is based on localised
molecular orbitals. Instead of using the density matrix as in

the other two models, we start with the occupied molecular
orbitals and generate localised molecular orbitals (LMOs).
Based on the LMOs we can create a set of point charges.

As will be shown in this paper, both models preserve the
molecular symmetry. In addition, the two models reflect the
chemist’s view of lone-pairs,  σ- and π-bonds.

A further intention in developing these models is a later
use in a fragment-based approach for the assignment of
charges that can be used in a force field program to give a
better description of conformationally independent point
charges.

All models can be used with the semiempirical methods
MNDO, [19] AM1, [20] and PM3 [21] and have been imple-
mented in the program package VAMP.[22]

Theory

Representing a hybrid orbital by two point charges

Before we describe the two models, it is necessary to explain
the concept used to assign pairs of point charges to hybrid
orbitals. As in the NAO-PC model, the point charges used to
calculate the ‘amount of charge’ density of the lobes of hy-
brid orbitals. A typical spn hybrid orbital is shown in Figure
1. It is possible by numerical integration to calculate the
charge located in the positive and the negative lobes of the
spn hybrid orbital using equations (3).
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Here, )(rspΨ  is the wave function of the spn hybrid orbital
determined by the semiempirical parameters. The superscripts
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Figure 1 Electron density plot of a carbon sp3 hybrid or-
bital using the standard AM1 parameters
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Again, ps
b  is constant and equal for all H atoms. The

vector 0

iXHr
r

 is the unit vector from X to the i-th H-atom.
To summarise, the extended-Hückel matrix used is of the

following form.
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The absolute values of the constants s

Xa , p

Xa , s

Ha , ssb
and spb  are not important for our purpose and were chosen
so that reasonable molecular orbitals were obtained after
diagonalisation of the extended-Hückel matrix. In the next
step, the resulting molecular orbitals are localised and from
the localised molecular orbitals hybrid orbitals for the atom
X obtained.

Using the method described in the previous section, we
can then approximate each hybrid orbital by two point charges.
The amount of charge located in each of the hybrid orbitals
is determined by the diagonal elements of the one-atom den-
sity matrix expressed in the basis of the four hybrid orbitals.

In total we obtain one point charge for each hydrogen and
nine point charges for the remaining heavy atoms. This is the
same number of point charges as in the NAO-PC model.

Calculation of point charges based on localised molecular
orbitals (LMO-PC)

The second distributed point charge representation of the
molecular charge density is based on localised molecular or-
bitals (LMOs). The idea behind the method is described
schematically in Figure 3.

To represent the core charge, we assign point charges to
the nuclei. Initially, the charge of these atom-centred point
charges is the core charge of the corresponding atom. The
electron density is represented by a set of point charges de-
rived from the LMOs.

The occupied molecular orbitals, which are in general
delocalised over a considerable part of the molecule, are lo-
calised according to Perkins and Stewart.[24] In general, an
LMO describing a lone-pair is localised on one atom; a  σ-

+ and - denote the larger (+) and the smaller (-) lobes of the
hybrid orbital, respectively. In a similar way the distances of
the centres of charge density from the nucleus for each lobe
are given by.
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For all atoms for which semiempirical parameters are avail-
able, values of q+, q-, r+ and r- have been precalculated for a
large number of degrees of hybridisation, stored and used for
lookup using interpolation.

Calculation of distributed point charges based on hybrid
orbitals (HO-PCs)

The calculation of hybrid orbital-based point charges (HO-
PCs) is described schematically in Figure 2. To describe the
MEP caused by the nuclei, we place point charges equal to
the core charges at the position of each atom.

In semiempirical calculations, hydrogens are represented
by a single s-orbital. Therefore, we add the part of the elec-
tron charge density located on the atom to the point charge
already assigned to the nuclei. The resulting charge is actu-
ally the Coulson charge of the hydrogen atoms.

In MNDO, AM1 and PM3 calculations the atomic orbital
basis for heavy atoms consists of one s- and three p-orbitals.
Therefore, the electron charge distribution around an atom is
in general anisotropic. To represent this asymmetry, we ap-
proximate the electron charge density of each heavy atom by
eight point charges. The locations and charges of the eight
point charges are determined using the following procedure.

The heavy atom and its surrounding n neighbours are
treated as a XHn For this small system an extended-Hückel
type calculation [23] is carried out. The heavy atom is de-
scribed by one s- and three p-orbitals, The diagonal matrix

elements of the Hückel matrix are XX

s

X
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orbital is described by an LMO localised on two atoms. Only
π-orbitals are sometimes localised on more than two atoms
to a considerable amount. In all other cases, the MO coeffi-
cients of the other atoms are only small.

A lone pair LMO, for example, is in general localised to
98% on one atom. This also means that almost all the charge
of the two electrons in the LMO is located at this atom. In
addition, we know the hybridisation of the LMO from the
coefficients of the s, px, py, and pz atomic orbitals. For
hydrogens, we only have an s-atomic orbital; so if the LMO
is localised on a hydrogen, we just add the amount of charge
on this atom to the core point charge that is already assigned
to the nucleus. In the other cases, we can use the method
described above to assign two point charges for the spx hy-
brid defined by the LMO coefficients of this atom. The total
charge of the two point charges is determined by the degree

of localisation of the LMO on the atom and the distribution
between the two point charges by the hybridisation of the spx

hybrid. In the same way, we create pairs of point charges for
all atoms where the LMO is localised to a considerable de-
gree. As outlined above, we have in general no more than
three atoms (one for lone pairs, two for  σ-LMOs, and two or
three for π-LMOs, see Figure 4 for an example of a  σ-LMO
of the C-H bond in methane).

Of course the same approach could be used to assign point
charges for the LMO to all other atoms in the molecule. How-
ever, this would cause an unreasonably large number of point
charges, most of them very small. To reduce the number, we
add in these cases the charge located at an atom to the al-
ready assigned atom-centred point charge. As threshold a
negative charge of 0.07 a.u. has been found to be appropri-
ate. We found that neglecting the anisotropy of small point

C
Î

Ï

C

C

Figure 3 Scheme describing
the determination of LMO-
PC. 1) Determination of lo-
calised molecular orbitals. 2)
Approximation of the local-
ised molecular orbitals by
point charges

H C

H

H

C

3 sp2+ p

Î

Ï ÐÑ

Figure 2 Scheme describing
the determination of HO-PC.
1) Determination of molecu-
lar topology. 2) Calculation
of hybrid-orbitals using a
pseudo-HMO calculation. 3)
Transformation of the one-
atom block of the density
matrix into the hybrid orbital
basis. 4) Approximation of
the charge density by point
charges
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charges does not affect the quality of the results. It is suffi-
cient to add the charge to the core point charge.

The number of point charges created can be reduced even
further for aromatic systems. In this case, similar pairs of
point charges are created for the atoms of the aromatic sys-
tem for the π-LMOs. An atom usually contributes to more
than one π-LMO. However, because the point charges are
located at almost the same positions, we can combine them
into one pair of point charges.

Using the simplifications described above, we usually end
up with about the same number of point charges as with the
NAO-PC and the HO-PC methods.

Calculation of the MEP from the HO-PCs and the LMO-
PCs

Using the HO-PCs or LMO-PCs the molecular electrostatic
potential can now be calculated in a straightforward way us-
ing the usual equation for a set of n point charges.

| R  -  r |

q
 = V(r)

i

i

n

=1i

∑ (7)

Although the time required to calculate the molecular elec-
trostatic potential from the HO-PCs or the LMO-PCs is typi-
cally five to six times higher than that using atom-centred
point charges, the calculation is much faster than calculating
the MEP directly from the density matrix. [17,18]

Results

Qualitative comparison of the HO-PC and the LMO-PC
model

In general, the distribution and the charges of the LMO-PCs
are quite similar to the HO-PCs. This can be seen quite well
for the example imidazole in Figure 5. Nine point charges,
one per atom, are located at the nuclei. Both methods create
a pair of large point charges along each C–C and C–N bond
and a corresponding pair of smaller point charges outside the
C–C and C–N bonds. For the C–H and N–H bonds we have a
pair of point charges for each heavy atom, the larger of the
two point charges is located on the side of the hydrogen. The
nitrogen lone-pair is described by a large point charge out-
side and a very small corresponding point charge inside the
five-membered ring. All these point charges are located in
the ring plane. The remaining ten point charges represent the
π-system and are located symmetrically above and below the
ring plane.

The two approaches are clearly very similar. However,
they each have their individual advantages, so that we will
consider both methods further.

The LMO-PC model is far more appealing from a theo-
retical point of view. Because of the way the point charges
are created, they are a natural representation of the electron
charge density of the molecule. In contrast, the NAO-PC and
HO-PC charges use only the one-atom blocks of the density
matrix and neglect the two-centre elements. However the re-
sults show that this factor is not important.

On the other hand, the LMO-PC model requires the cal-
culation of localised molecular orbitals - a quite time-con-
suming step for large molecules. Not only is the time re-
quired to calculate the LMO-PCs considerably longer than
for NAO-PCs or HO-PCs. But it also scales with O(n3) (n is

Figure 4 Approximation of the localised molecular orbital
of a C-H bond by three point charges. The charge of the point
charges is indicated by the size of the spheres. The red (dark)
spheres approximate the carbon spx hybrid orbital, the yel-
low (light) sphere the hydrogen s-orbital. The shape of the
atomic hybrid orbitals (sp3 for carbon and s for hydrogen) as
well as the resulting LMO is shown as an isosurface

Figure 5 Comparison of point charges created by the HO-
PC and LMO-PC methods for imidazole. The point charges
representing the sp2 bond orbitals and lone pairs are shown
in yellow (light). The point charges approximating the p-or-
bital are given in red (dark). Point charges assigned to the
nuclei of the atoms are not shown
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the number of atoms), whereas in the other cases it is only
O(n).

The fact that the position of the HO-PCs is only deter-
mined by the bond topology and the relative geometrical ori-
entation of the atoms suggests that HO-PCs can be a starting
point for the development of a conformationally invariant
quasi-multipole point charge model.

Qualitative comparison of the NAO-PC and the HO-PC/
LMO-PC model

One of the limitations of the NAO-PC model is its inability
to reproduce the molecular symmetry in the point charges
created. This is due to the fact that degenerate NAOs can be
represented in an infinite number of ways. However, in most
cases the symmetry of the resulting molecular electrostatic
potential deviates only slightly from the molecular symme-
try.
One of the rare cases where the NAO-PC model gives a com-
pletely false MEP is C60. Figure 6 shows the MEP of the
fullerene C60 calculated from NAO-PCs and HO-PCs at the
van der Waals surface of the molecule. The LMO-PCs give a
MEP similar to HO-PCs and are therefore not shown here.
Because of the spherical structure of C60 the sp2 hybridised
carbon atoms are bent slightly. This causes electron density
to be shifted to the outside of the cage. In consequence, the
outside of C60 should be negatively, the inside positively

Figure 6 Comparison of point charges created by the NAO-
PC and HO-PC methods for C60. The point charges are shown
as yellow spheres. The molecular electrostatic potential on
the van der Waals surface is shown in colour coding. Red
areas indicate a positive molecular electrostatic potential,
blue areas a negative one. The molecular electrostatic po-
tential on the outside should be negative and on the inside
positive. The MEP calculated from NAO-PC is wrong
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Figure 7 (right column) Comparison of dipole moments cal-
culated using the methods NAO-PC (top panel), HO-PC (mid-
dle panel), and LMO-PC (bottom panel) with the dipole mo-
ments calculated using quantum mechanics. Results for AM1
calculations. For details on the studied compounds see text
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charged. As can be seen in Figure 6 this is the case for the
HO-PC charges. In contrast, the NAO-PCs give the opposite
result and are thus wrong. We must emphasise that in general
NAO-PC charges give correct MEPs and that C60 is an ex-
treme case. The MEP calculated from the HO-PCs has al-
ready been used successfully to study complexation of
fullerenes. [25]

Reproduction of multipole moments by the point charge
models

In order to determine how well the semiempirical charge
density is represented by point charges created by the differ-
ent methods, we compared the dipole moments calculated
from the point charges with the usual Hamiltonian-based tech-
niques.[26] The results of this comparison are shown in Fig-
ure 7.

The test set contained a large variety of organic com-
pounds. The compounds were selected in order to contain all
common functional groups. These comprise cyclic and acy-
clic, aromatic and nonaromatic compounds containing oxy-
gen (e. g. alcohols, ethers, carboxylic acids, esters, ketones
and aldehydes), nitrogen (e. g. amines, imines, cyanides,
amides), and halogens (fluorine, chlorine, bromine and io-
dine). In addition, compounds containing sulphur and sili-
con were added.

CORINA [27,28] was used to generate starting geome-
tries automatically from SMILES strings.[29] The geome-
tries were then optimised and the dipole moment calculated
by the usual Hamiltonian-based technique and from the point
charges generated by the different methods. In Figure 7 the
dipole moment calculated classically from the distributed
point charges is plotted against the quantum mechanically
calculated dipole moments.

In general, all three methods reproduce the quantum me-
chanically calculated dipole moment very well. The correla-
tion coefficients are r2 = 0.985 for NAO-PC, r2 = 0.992 for
HO-PC, and r2 = 0.993 for LMO-PC. The excellent agree-
ment is also reflected in the standard deviation of the differ-
ence between the quantum mechanically and the classically
calculated dipole moments. It is largest for NAO-PC (0.132),
and smaller for HO-PC (0.084) and LMO-PC (0.078). The
result for LMO-PC would be even better if chlorine contain-
ing compounds were excluded from the calculation. Then
the standard deviation would be only 0.047. In contrast, the
dipole moments calculated for the NAO-PC and HO-PC point
charges are better for chlorine containing compounds.

Additionally for a test set of 16 molecules the centre of
mass molecular quadrupole moment was calculated using the
Buckingham definition [30]:
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where kl
d  is the Kronecker-delta and ck the Cartesian coordi-

nates of the atoms or electrons. In the point charge approxi-
mation the electronic contribution simplifies to:
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Figure 8 Correlation diagrams for the xx- and yy-elements
of the quadrupole tensor of the different point charge models
to experimental data in units of (Debye·Angstrom). Calcu-
lated results are from AM1 calculations and experimental
data are taken from the work of Flygare and his coworkers
[37]
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Table 1 Quadrupole moments (in Debye*Angstrom units) of the different point charge models compared to experimental
data

Molecule Point charge models Experimental data
Qxx Qyy Qzz Qxx Qyy Qzz

Cyanogenflouride NAO-PC -4.37 2.18 2.18 -4.2±?.? 2.1±?.? 2.1±?.?
HO-PC -5.71 2.85 2.85
LMO-PC -4.62 2.31 2.31

Fluoroacetylene NAO-PC 2.59 -1.30 -1.30 4.0±0.2 -2.0±0.2 -2.0±0.2
HO-PC 1.39 -0.70 -0.70
LMO-PC 2.23 -1.11 -1.11

Water NAO-PC -0.08 1.28 -1.20 -0.1±0.1 2.6±0.1 -2.5±0.1
HO-PC -0.16 1.23 -1.07
LMO-PC -0.06 1.26 -1.20

cis-1,2-Diflouroethylene NAO-PC -1.46 2.22 -0.76 -1.7±0.4 3.0±0.3 -1.3±0.5
HO-PC -1.74 1.80 -0.06
LMO-PC -2.01 2.47 -0.46

Benzene NAO-PC 2.78 2.78 -5.55 2.8±1.4 2.8±1.4 -5.6±2.8
HO-PC 2.07 2.07 -4.15
LMO-PC 2.12 2.12 -4.24

Difluoroformaldehyde NAO-PC -3.34 -0.57 3.92 -3.7±0.7 -0.2±0.5 3.9±1.1
HO-PC -3.81 -0.90 4.71
LMO-PC -3.56 -0.68 4.24

Ammonia NAO-PC -1.90 0.95 0.95 -2.4±0.1 1.2±0.1 1.2±0.1
HO-PC -1.53 0.76 0.76
LMO-PC -1.67 0.83 0.83

Chloroactylene NAO-PC 6.22 -3.11 -3.11 7.8±?.? -3.9±?.? -3.9±?.?
HO-PC 4.29 -2.14 -2.14
LMO-PC 5.67 -2.83 -2.83

Ethane NAO-PC 0.81 -0.41 -0.41 -0.8±0.1 0.4±0.1 0.4±0.1
HO-PC 0.20 -0.10 -0.10
LMO-PC 0.25 -0.13 -0.13

Formic acid NAO-PC 4.57 -5.83 1.26 5.2±0.4 -5.3±0.4 0.1±0.4
HO-PC 4.72 -6.55 1.84
LMO-PC 4.53 -5.94 1.40

Fluorobenzene NAO-PC -1.68 5.52 -3.84 -1.9±0.8 5.1±1.0 -3.2±1.0
HO-PC -2.44 4.79 -2.35
LMO-PC -2.03 4.74 -2.71

Dimethyl ether NAO-PC 3.70 -2.40 -1.30 3.3±0.6 -2.0±0.5 -1.3±1.0
HO-PC 3.22 -2.20 -1.02
LMO-PC 3.65 -2.33 -1.32

Dicyanogen NAO-PC -8.25 4.12 4.12 -9.0±?.? 4.5±?.? 4.5±?.?
HO-PC -10.92 5.46 5.46
LMO-PC -10.05 5.03 5.03

Carbon dioxide NAO-PC -5.62 2.81 2.81 -4.4±0.2 2.2±0.2 2.2±0.2
HO-PC -7.81 3.90 3.90
LMO-PC -6.19 3.10 3.10

1,3-Pentadiine NAO-PC 10.71 -5.35 -5.35 9.8±0.8 -4.9±0.8 -4.9±0.8
HO-PC 8.62 -4.31 -4.31
LMO-PC 8.72 -4.36 -4.36

1,3-Difluorobenzene NAO-PC -5.15 -1.24 6.39 -5.0±0.9 -2.6±1.3 7.6±1.0
HO-PC -5.78 0.27 5.51
LMO-PC -5.41 -0.16 5.57

Questionmark designates a experimentally undetermined value
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Quadrupole moments show a strong dependency on the qual-
ity of the wave function,[31] so that even high level ab initio
calculations may give considerable deviations; therefore it
seems more reasonable to compare these values with experi-
mental data.[32] Most molecules of the test set contain only
elements of first and second periods, because of the lack of

experimental data for compounds with heavy elements. Fig-
ure 8 shows the correlation diagrams for the xx- and yy-ele-
ments of the quadrupole tensor.

Because the zz-element is linearly dependent on the other
two diagonal elements, it is not shown. The correlation coef-
ficients for the xx- and yy-components are 2

xx
r  = 0.986 and

Table 2 Statistical data of the MEP calculated on surface points using different methods. All values are in kcal·mol–1

Molecule
1 2 3 4 5 6

Surface points 856 1105 1570 1930 2002 2218
Maximum MP2 34 54 99 71 70 98

RHF 6-31G** 40 58 101 76 72 102
NAO-PC 25 36 105 55 43 101
HO-PC 29 36 112 55 47 109
LMO-PC 26 39 109 54 47 105
Coulson 26 31 98 43 34 97

Minimum MP2 -38 -50 -91 -46 -72 -87
RHF 6-31G** -45 -58 -100 -53 -81 -97
NAO-PC -45 -55 -123 -51 -86 -117
HO-PC -54 -58 -134 -62 -88 -129
LMO-PC -43 -57 -117 -53 -88 -113
Coulson -30 -41 -107 -36 -55 -104
MP2 24.302 30.718 63.050 30.179 35.328 49.966
RHF 6-31G** 29.395 34.560 67.787 34.372 39.757 53.856

Standard Deviation NAO-PC 22.295 27.550 65.537 26.177 32.050 51.806
HO-PC 23.707 24.851 69.713 27.679 32.917 55.513
LMO-PC 22.019 27.538 66.558 26.822 33.001 52.758
Coulson 18.509 23.278 60.127 22.494 26.686 47.591

Molecule
7 8 9 10 11 12

Surface points 2794 2867 3013 3385 4458 4928
Maximum MP2 139 54 69 53 71 -

RHF 6-31G** 143 54 78 53 79 7
NAO-PC 141 66 105 38 35 -12
HO-PC 141 64 103 36 66 -6
LMO-PC 139 69 112 36 64 -7
Coulson 129 58 92 32 33 -26

Minimum MP2 -96 -47 -39 -62 -47 -
RHF 6-31G** -105 -55 -48 -64 -53 -175
NAO-PC -112 -71 -58 -79 -59 -187
HO-PC -123 -82 -67 -74 -60 -193
LMO-PC -113 -73 -58 -78 -58 -187
Coulson -105 -61 -52 -46 -36 -180
MP2 71.639 25.957 20.411 19.436 22.029 -
RHF 6-31G** 75.635 28.369 23.947 20.445 25.490 42.393

Standard Deviation NAO-PC 72.699 27.334 24.377 18.911 20.125 41.389
HO-PC 73.919 28.370 24.846 17.838 21.357 42.073
LMO-PC 73.073 27.845 24.542 17.774 20.819 41.548
Coulson 65.852 24.435 23.055 15.866 16.643 37.482
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Table 3 (continues next page)Hodgkin-Indices of the MEPs calculated from different methods

a) Formaldehyde (1)
O

H H
MP2 RHF 6-31G** Coulson NAO-PC HO-PC LMO-PC

MP2 1.000
RHF 6-31G** 0.980 1.000
Coulson 0.909 0.872 1.000
NAO-PC 0.960 0.931 0.932 1.000
HO-PC 0.950 0.928 0.897 0.990 1.000
LMO-PC 0.965 0.938 0.958 0.994 0.980 1.000

b) Formamide (2)

O

H N
H

H
MP2 RHF 6-31G** Coulson NAO-PC HO-PC LMO-PC

MP2 1.000
RHF 6-31G** 0.990 1.000
Coulson 0.899 0.884 1.000
NAO-PC 0.958 0.951 0.961 1.000
HO-PC 0.929 0.908 0.940 0.980 1.000
LMO-PC 0.957 0.951 0.953 0.996 0.980 1.000

c) Glycine zwitterion (3) H3N CO2

MP2 RHF 6-31G** Coulson NAO-PC HO-PC LMO-PC
MP2 1.000
RHF 6-31G** 0.997 1.000
Coulson 0.979 0.972 1.000
NAO-PC 0.990 0.990 0.992 1.000
HO-PC 0.985 0.989 0.983 0.996 1.000
LMO-PC 0.990 0.991 0.989 0.999 0.998 1.000

d) Uracil (4)

HN

N
H

O O

MP2 RHF 6-31G** Coulson NAO-PC HO-PC LMO-PC
MP2 1.000
RHF 6-31G** 0.990 1.000
Coulson 0.854 0.826 1.000
NAO-PC 0.944 0.924 0.952 1.000
HO-PC 0.959 0.947 0.888 0.979 1.000
LMO-PC 0.960 0.945 0.908 0.986 0.997 1.000

2

yy
r  = 0.977 for NAO-PC, 2

xx
r  = 0.965 and 

2

yyr  = 0.926 for
HO-PC and 2

xx
r  = 0.9844 and 2

yy
r  = 0.959 for LMO-PC. It can

be seen that all three point charge models are able to repro-
duce higher multipole moments. The test set used is shown
in Table 1. Calculated results are from AM1 calculations and

the experimental data are taken from the work of Flygare
and coworkers.[32] Unfortunately experimental values of
octopole and higher multipole moments are not available, so
it was not possible to check the calculated molecule moments
higher than third order quantitatively.
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Table 3 (continued) Hodgkin-Indices of the MEPs calculated from different methods

e) Cytosine (5)
HN

NO NH2

MP2 RHF 6-31G** Coulson NAO-PC HO-PC LMO-PC
MP2 1.000
RHF 6-31G** 0.991 1.000
Coulson 0.865 0.842 1.000
NAO-PC 0.949 0.940 0.928 1.000
HO-PC 0.957 0.951 0.891 0.991 1.000
LMO-PC 0.957 0.952 0.898 0.994 0.999 1.000

f) Cysteine zwitterion (6)
H3N CO2

SH

MP2 RHF 6-31G** Coulson NAO-PC HO-PC LMO-PC
MP2 1.000
RHF 6-31G** 0.997 1.000
Coulson 0.950 0.944 1.000
NAO-PC 0.975 0.974 0.962 1.000
HO-PC 0.974 0.978 0.960 0.991 1.000
LMO-PC 0.977 0.978 0.959 0.998 0.994 1.000

g) Sulfanil zwitterion (7) H3N S O

O

O

MP2 RHF 6-31G** Coulson NAO-PC HO-PC LMO-PC

MP2 1.000
RHF 6-31G** 0.998 1.000
Coulson 0.974 0.971 1.000
NAO-PC 0.986 0.988 0.988 1.000
HO-PC 0.985 0.987 0.982 0.998 1.000
LMO-PC 0.987 0.989 0.984 0.999 0.999 1.000

h) Sulfanilamide (8) H2N S NH2

O

O

MP2 RHF 6-31G** Coulson NAO-PC HO-PC LMO-PC
MP2 1.000
RHF 6-31G** 0.993 1.000
Coulson 0.781 0.786 1.000
NAO-PC 0.897 0.909 0.923 1.000
HO-PC 0.882 0.896 0.895 0.987 1.000
LMO-PC 0.895 0.908 0.900 0.992 0.995 1.000

Comparison of the MEP calculated using different methods

To evaluate the quality of the molecular electrostatic poten-
tial resulting from the new distributed point charge models,
we compared the MEPs calculated by different methods for
a set of molecules. Beside the two charge models described

here, we looked at the MEP calculated from NAO-PC and
Coulson charges and at the MEP obtained from ab initio cal-
culations. The ab initio calculations used the program pack-
age Gaussian 94.[33] In all cases, we calculated the molecu-
lar electrostatic potential on a set of points on the solvent
excluded surface [34] created by Vamp.
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Table 3 (continued) Hodgkin-Indices of the MEPs calculated from different methods

i) Tosyl chloride (9) S Cl

O

O
MP2 RHF 6-31G** Coulson NAO-PC HO-PC LMO-PC

MP2 1.000
RHF 6-31G** 0.987 1.000
Coulson 0.758 0.765 1.000
NAO-PC 0.842 0.852 0.937 1.000
HO-PC 0.808 0.816 0.912 0.976 1.000
LMO-PC 0.840 0.849 0.909 0.992 0.986 1.000

j) 5-Hydroxytryptamine (10)
N
H

NH2HO

MP2 RHF 6-31G** Coulson NAO-PC HO-PC LMO-PC
MP2 1.000
RHF 6-31G** 0.995 1.000
Coulson 0.660 0.690 1.000
NAO-PC 0.861 0.877 0.849 1.000
HO-PC 0.867 0.879 0.798 0.976 1.000
LMO-PC 0.870 0.878 0.781 0.981 0.988 1.000

N

S

O

H
N

O

HOOC

MP2 RHF 6-31G** Coulson NAO-PC HO-PC LMO-PC
MP2 1.000
RHF 6-31G** 0.988 1.000
Coulson 0.667 0.659 1.000
NAO-PC 0.837 0.826 0.838 1.000
HO-PC 0.882 0.873 0.734 0.951 1.000
LMO-PC 0.890 0.882 0.752 0.973 0.980 1.000

l) 3-1',2'-Desoxyribose (12) O
P

O

O OO

HO

O

OH

RHF 6-31G** Coulson NAO-PC HO-PC LMO-PC
RHF 6-31G** 1.000
Coulson 0.987 1.000
NAO-PC 0.992 0.997 1.000
HO-PC 0.994 0.995 0.998 1.000
LMO-PC 0.994 0.996 0.999 1.000 1.000
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Figure 9 Isopotential maps in the plane of cytosine (kcal mol-1)
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Figure 10 Isopotential maps in a plane perpendicular to cytosine (kcal mol-1)
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The test molecules were selected in order to represent
structural features found in biologically active compounds.

In Table 2 we show the results of a standard statistical
analysis of the distribution. In addition to the standard statis-
tical criteria, we also looked at the similarity index accord-
ing to Hodgkin and Richards’ modification [35] of the Carbo-
Index.[36] This Carbo-Hodgkin-index, Hrv, is given by

V+V

VV2
 = H

2
v

2
r

vr
rv

∑∑
∑

(10)

where, Vr is the reference potential and Vv is the potential
being compared. The sums run over all grid points. In con-
trast to the regression coefficient, the Carbo-Hodgkin-Index
Hrv, was initially developed to compare molecular electron
densities and describes the similarity of the distribution around
0. It is shown in Table 3 together with the structures.

As in our previous study of the NAO-PC method, [17,18]
the statistical properties of the molecular electrostatic poten-
tial derived from LMO-PCs and HO-PCs is similar to the
other methods. The differences to the previous work are due
to two facts. On the one hand, solvent excluded surfaces and
not van der Waals surfaces were used for the determination
of the grid points used in the potential calculation. On the
other hand, we used the larger basis set 6-31+G(d,p) [37]
instead of 6-31G(d) for the MP2 and HF ab initio calcula-
tions.

The statistical properties of the distribution of the mo-
lecular electrostatic potential on the surface points are very
similar for the three multicentre point charge methods NAO-
PC, HO-PC and LMO-PC. The average of the Hodgkin-indi-
ces calculated between the different distributions are 0.99
for NAO-PC vs LMO-PC and LMO-PC vs HO-PC. For NAO-
PC vs HO-PC it is only slightly smaller, 0.98. The molecular
electrostatic potentials obtained with the three methods are
very similar. This indicates that the HO-PC and the LMO-PC
methods reproduce the electrostatic potential of the semiem-
pirical wave function as well as the NAO-PC method.

In contrast, the MEP calculated from Coulson charges
deviates significantly. The average of the calculated Hodgkin-
indices comparing the MEP derived from Coulson charges to
that derived from the multicentre point charge models is 0.92.

The semiempirical results compare reasonably well with
those from the ab initio calculations. The maxima of the elec-
trostatic potentials calculated with the semiempirical meth-
ods are generally smaller than those calculated with ab initio
methods, but they are still in an acceptable range. The devia-
tions of the minima are less distinct. The standard deviations
are also comparable between the different methods. Thus,
the distribution of the molecular electrostatic potential on
the surface is comparable for ab initio and the semiempirical
methods. The Hodgkin-indices confirm this conclusion; their
average value is 0.93. The atom centred Coulson charges re-
sult in a molecular electrostatic potential that is less similar
to the ab initio MEP.

As a further illustration of the strength of the point charge
models, the isopotential maps of the MEP in the plane of

cytosine are compared to the MP2 ab initio calculated MEPs
in Figure 9. The potential deviation is seen to vary between
1-2 kcal mol-1 for the different models. To check the repre-
sentation of the conjugated π-system, potentials were also
calculated for cytosine in a plane perpendicular to the plane
of the base. The NAO-PC model gives the best result, whereas
the deviation in the ring plane for the HO-PC and LMO-PC
models is greater, as shown in Figure 10. Again the errors
were less than 2 kcal mol-1 everywhere.

Conclusions

The two quasi-multipole techniques presented here are able
to give a good qualitative representation of the molecular
electrostatic potential. They also provide a bridge between
classical and quantum mechanical techniques for the assign-
ment of molecular charge models. The LMO-PC approach is
conceptually particularly attractive in this respect, but suf-
fers from the extra CPU-time needed to form the LMOs when
used in its present form.
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